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1 Introduction 2 Approach
Loco-manipulation platforms face complex
dynamics and the black-box nature of state-of-the- 1 Formulate MDP: (S, 4 f,7,7,5)

art commercial platforms, making them hard to
accurately model and control in practice, especially
whenidatalandisimulationaccessisilimited: 2  Derive kinematic model from first principles:
We address this challenge by combining a hand-
crafted kinematic model with BNN-based MBRL to
efficiently learn the robot's dynamics from limited
data and derive accurate control policies, validated Vee,i+1 = dee " Vee,: + (1~ aee) "Uee i+ Vee, rot.-ind... + Vbase. 1 +hvel,ee
on the Boston Dynamics Spot. Pee.ri1 = Pos,: + At- Veg 1 - Tee +Bpos,ce

Vpase,+1 = ®base * Ybase.: + (I — @pase)  Upase,: + Bvel, base
Pbase, +1 = Poase,: T A" Vbase, +1 * "base + Ppos, base

Use kinematic model to efficiently learn a model
fo(se, uy) of the system dynamics via SIM-FSVGD [1]

Use learned model of system dynamics to derive
feedback control policies 7z via RL

3 Results

We demonstrate the effectiveness of our approach by accurately tracking two trajectories with the Spot,
consistently outperforming our SIM-MODEL (no BNN) and FSVGD [2] (no kinematic model) baselines.
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4 Conclusion
By deriving a hand-crafted kinematic model and using BNN-based dynamics learning via SIM-FSVGD, our
approach enables efficient policy learning for loco-manipulation on a commercial quadruped with a manipulator.

Future work could explore including the end-effector orientation into our action- and state space to enable more
complex tasks. Further, fully exploiting Spot’'s dynamic capabilities by tracking trajectories our performing tasks
that require even faster motion of the base, such as catching a ball, could be investigated.
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